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Abstract. Accurate segmentation of optic disc (OD) and optic cup
(OC) is a fundamental task for fundus image analysis. Most existing
methods focus on segmenting OD and OC inside the optic nerve head
(ONH) area but paying little attention to accurate ONH localization. In
this paper, we propose a Mask-RCNN based paradigm to localize ONH
and jointly segment OD and OC in a whole fundus image. However,
directly using Mask-RCNN faces some critical issues: First, for some
glaucoma cases, the highly overlapping of OD and OC may lead to the
missing of OC proposals. Second, some proposals may not fully sur-
round the object, and thus the segmentation can be incomplete. Last,
the instance head in Mask-RCNN cannot well incorporate the prior such
as the OC is inside the OD. To address these issues, we first propose a
segmentation based region proposal network (RPN) to improve the accu-
racy of proposals and then propose a pyramid RoIAlign module to aggre-
gate the multi-level information to get a better feature representation.
Furthermore, we employ a multi-label head strategy to incorporate the
prior for better performance. Extensive experiments verify our method.

Keywords: Medical image process · Fundus image · Optic disc ·
Segmentation

1 Introduction

Fundus images assist doctors to diagnose many eye diseases such as glaucoma,
which is one of the leading causes of blindness. The early detection and treatment
for glaucoma often protect the eyes against serious vision loss. Clinically, the
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Fig. 1. Issues when adopting Mask-RCNN framework for OD and OC segmentation.
(A): No proposals for OC and the proposal does not fully surround the OD. (B): The
proposal does not fully surround the OD but the objectness score of this proposal is 1.
(C): No proposals for OD. (D): Multiple instances of OC.

vertical cup to disc ratio (CDR) is a popular optic nerve head (ONH) assessment
that is widely adopted by trained glaucoma specialists to screen glaucoma. The
CDR is the comparison of the diameter of the cup to disc [11]. A larger CDR may
indicate glaucoma or other diseases such as neuro-ophthalmic diseases. Accurate
optic disc and cup segmentation are essential for CDR measurement. However,
manual CDR assessment is time-consuming and costly, so an automatic glaucoma
screening method is necessary.

OD and OC segmentation is a fundamental task in fundus image analysis [1].
Initially, many methods are based on hand-craft features, such as template based
methods [2,5], deformable based methods [10,15,21], pixel classification based
methods [16,20], label transfer based methods [18] and superpixel based meth-
ods [6,7,19]. However, these methods are limited in performance and can be
easily affected by pathological regions. Recently, deep learning based methods
show promising performance on OD and OC segmentation [3,4,8,9,23]. Most
methods employ a two-step paradigm: first locate ONH area, and then segment
OD and OC within the ONH area to avoid the influence from other fundus
regions. In practice, accurate ONH localization is essential for accurate OD and
OC segmentation. However, most methods focus on the second step and pay
little attention to the accurate ONH localization.

In this paper, we propose a Mask-RCNN based method to jointly localize
ONH and segment OD and OC in a whole fundus image. Unfortunately, directly
using Mask-RCNN for OD and OC segmentation [14] may suffer from several
issues, as shown in Fig. 1. Essentially, the performance of Mask-RCNN highly
depends on the accuracy and compactness of bounding boxes. However, the pro-
posals generated from the region proposal network may not completely enclose
the object. More critically, in some glaucoma cases, the highly overlapping of
OD and OC leads to the missing of OC proposals. Moreover, the instance seg-
mentation may produce multiple instances of OC, but each fundus image in fact
has only one OD and OC. Last but not least, the instance head is hard to model
the prior that the OD contains the OC.

To solve these issues, we improve Mask-RCNN framework in three aspects.
First, we introduce a segmentation branch on the region proposal network (RPN)
to segment the ONH area from the whole image. Second, we propose a pyramid
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Fig. 2. The flowchart of our proposed network. The whole network can be trained end-
to-end. A fundus image is fed into a convolutional neural network to extract features
for segmentation based region proposal network to localize the ONH area. The pyramid
RoIAlign module is developed to aggregate multi-level context information in proposals.
Last, a multi-label segmentation head is used to jointly segment OD and OC.

RoIAlign module to aggregate multi-level information. The pyramid RoIAlign
module helps to incorporate global features and learn stronger feature represen-
tations. Last, we employ a multi-label segmentation head instead of the instance
segmentation head to better incorporate the prior that the OD is inside the OC.

The main contributions of this paper are listed as follows:

– We propose a segmentation-based RPN to generate more accurate and com-
plete proposals for localizing ONH area.

– We propose a pyramid RoIAlign module to aggregate multi-level context
information within proposals, which makes the final prediction more reliable.

– We propose a multi-label head to segment OD and OC jointly by better
modeling the relation of OD and OC.

2 Proposed Method

The flowchart of our pyramid multi-label network (PM-Net) is shown in Fig. 2.
A fundus image is first fed into a backbone network to extract features. Here, to
increase the accuracy of proposals, we propose a segmentation-based RPN
to segment the ONH area and produce proposals from the segmentation. Which
helps to avoid proposal missing and accurately localize the ONH area based on
the extracted features. We then propose a pyramid RoIAlign module to aggregate
multi-level information in proposals to learn stronger representations. Last, we
employ a multi-label head to jointly segment OD and OC by considering the
relations between OD and OC. The whole network can be trained end-to-end.

2.1 Segmentation-Based Region Proposal Network

The RPN takes an image as input and produces rectangle proposals for OC and
OD, each with an objectness score [12]. Unfortunately, as shown in Fig. 1, the
rectangle proposals commonly do not fully surround the object. More seriously,
the anchor based method may miss the proposals for OD or OC. Especially
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for some glaucoma cases, the proposals of OD is highly overlapped with the
proposals of OC. Therefore, the non-maximum suppression (NMS) filters out
some OC proposals. RPN also may detect multiple proposals due to the similarity
appearance of OC and OD.

To solve these issues, we add a sibling segmentation branch (seg) in parallel
with classification branch (cls) and bounding box regression branch (reg) in the
RPN. The seg branch segments the rough ONH area and generates proposals
from the bounding box of the segmentation. For each image, the segmentation
branch generates only one proposal for the ONH area and does not generate
proposals for OC. Therefore, our segmentation-based RPN avoids generating
multiple instances of an object and we enlarge the proposal by 20 pixels in order
to let the proposal completely enclose the ONH area.

Our RPN is implemented with a 3× 3 convolution followed by three sibling
1× 1 convolution layers (for cls, reg and seg respectively). The seg branch seg-
ments the ONH area from the whole image and it is trained simultaneously with
cls and reg branches. The segmentation-based region proposal network is trained
by minimizing the objective function following the multi-task loss defined in [12]:

Losssegrpn = Loss({pi}, {ti}) + Lossseg. (1)

Loss({pi}, {ti}) =
1

Ncls

∑

i

Lcls(pi, p∗
i ) + λ

1
Nreg

∑

i

p∗
i Lreg(ti, t∗i ). (2)

Lossseg = gilogci + (1 − gi)log(1 − ci). (3)

Here, i is the index of an anchor, Lcls(pi, p∗
i ) is the log loss between the pre-

dicted probability pi of anchor i and the corresponding ground-truth label p∗
i .

Lreg(ti, t∗i ) = R(ti − t∗i ) where R is the smooth L1 loss, ti is a vector represent-
ing the 4 parameterized coordinates of the predicted bounding box and t∗i is the
corresponding ground-truth bounding box. lossseg is a binary cross-entropy loss
between ground-truth class gi at pixel i and the corresponding prediction ci.

During the training, we use both anchor and segmentation based proposals
to train the mask branch. In the testing phase, we use only segmentation based
proposals.

2.2 Pyramid RoIAlign Module

The network tends to misclassify OC and OD due to the similar appearance of
these objects. Motivated by [22], we solve this issue by incorporating suitable
global features. We extend the RoIAlign layer to pyramid RoIAlign module.
RoIAlign layer converts the feature inside any valid region into a feature map
with a fixed spatial content of H × W by using bilinear interpolation to avoid
quantization. Different output spatial sizes of the RoIAlign layer represent differ-
ent level of context information. Small output spatial sizes represent the global
context. Our pyramid RoIAlign module is a five-level RoiAlign layer with output
spatial sizes of {1×1}, {3×3}, {7×7}, {14×14} and {28×28} respectively. These
output features are upsampled to {28 × 28} and concatenated together to form
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the final feature representation, which carries different level context information.
The local and global context together make the final prediction more reliable.
The representation is sent to multi-label head to predict the final segmentation.

2.3 Multi-label Head for Joint OD and OC Segmentation

Note that the OD contains OC so the pixels within OC has the same labels to
OD. The instance head assigns one label to each class and predicts a binary mask.
Instead, multi-label head learns an independent binary classifier for each class
and assigns each pixel to multiple binary labels. The multi-label head can better
use the relative relation of OD and OC. Moreover, for some glaucoma cases, the
OC occupy the most area of OD. Using instance head leads to imbalance pixel
number for OD and OC. The multi-label head solves the imbalance problem
since the classifier is independent for OD and OC. For the above reasons, we
treat the OD and OC segmentation problem as a multi-label problem. Our multi-
label head divide this multi-label problem into two binary classification problem
with single label: {OD,¬OD}, {OC,¬OC} (¬ represents negative examples), our
multi-label loss is defined as:

Lossm = − 1
N

N∑

n=1

[gn,ilogpn,i + (1 − gn,i)log(1 − pn,i)]. (4)

Here, N is the class number. pn,i represents the predicted probability when assign
pixel i to class n. gn,i represents the ground truth label for pixel i.

3 Experiments

We compare our method with several state-of-the-art methods, including R-
Bend [10], ASM [21], LRR [17], U-Net [13], Superpixel [7], M-Net [8] and Faster-
RCNN based method [14].

Datasets. We test our method on two datasets: ORIGA and REFUGE. ORIGA
has 650 images with 168 glaucomatous eyes and 482 normal eyes. Following [8],
we use 325 images for training (including 73 glaucoma cases) and 325 images
for testing (including 95 glaucoma cases). For REFUGE, we use 400 images for
training and 400 images for validation.

Implementation Details. We train our model with 15000 iterations using the
initial learning rate 0.002. Then, we decay the learning rate to 0.0002 and fine-
tune the model with another 15000 iterations. For architecture, we adopt the
ResNet-50 with feature pyramid network (FPN) as the backbone and pretrain
the model on MS COCO dataset to avoid overfitting.

Evaluation Metrics. We adopt the overlapping error (E) and balanced accu-
racy (A) as the evaluation metrix for OD, OC and rim regions:

OE = 1 − Area(S
⋂

G)
Area(S

⋃
G)

, A =
1
2
(Sen + Spe), (5)
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with Sen = TP
TP+FN , and Spe = TN

TN+FP . Here, S and G denote the predicted
mask and corresponding ground-truth. TP and FP denote true and false pos-
itives, respectivel. TN and FN denote true and false negatives, respectively.
Moreover, we also calculate CDR and adopt absolute CDR error δE as an eval-
uation metric: δE = |CDRS − CDRG|, where CDRG is the ground-truth CDR
from trained clinician and CDRS is calculated on segmentation result.

Table 1. Performance evaluation on ORIGA dataset.

Method Edisc Ecup Erim δE Adisc Acup Arim

R-Bend [10] 0.129 0.395 - 0.154 - - -

ASM [21] 0.148 0.313 - 0.107 - - -

LRR [17] - 0.244 - 0.078 - - -

U-Net [13] 0.115 0.287 0.303 0.102 0.959 0.901 0.921

Superpixel [7] 0.102 0.264 0.299 0.077 0.964 0.918 0.905

M-Net [8] 0.083 0.256 0.265 0.078 0.972 0.914 0.921

M-Net+PT [8] 0.071 0.230 0.233 0.071 0.983 0.930 0.941

Sun’s [14] 0.069 0.213 - 0.067 - -

Mask-RCNN(Baseline) 0.074 0.231 0.260 0.079 0.985 0.941 0.929

PM-Net(Ours) 0.066 0.208 0.224 0.065 0.986 0.942 0.949

3.1 Comparison with State-of-the-arts

We compare our method with several baselines on ORIGA dataset and record
results in Table 1. Our method does not rely on post-processing such as ellipse
fitting. From Table 1, our PM-Net method outperforms all other methods. There
are several reasons accounting for this. First, our segmentation based region pro-
posal network produces more accurate proposals for the ONH area. Conversely,
faster-RCNN based methods [14] may miss OC proposals or generate proposals
that do not fully surround the ONH area. Second, the multi-label head consid-
ers the relation of OD and OC for joint segmentation while the instance head
segment OD and OC separately. For M-Net, it is performed on the ONH area;
While our method is performed on the whole image. Although the background
accounts for a large content of the image compared to the OD, our method is still
better than M-Net. One possible reason is that our proposed pyramid RoIAlign
module helps to learn stronger representations than M-Net.

Table 2. Segmentation results on REFUGE validation set.

Method Edisc Ecup Erim δE Adisc Acup Arim

Mask-RCNN 0.092 0.228 0.211 0.055 0.973 0.976 0.923

PM-Net 0.088 0.223 0.204 0.048 0.979 0.980 0.936
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We have the same observations on the experiments on REFUGE validation
set in Table 2, which further verifies our method. We also show example segmen-
tation results and discussions in Fig. 3.

Fig. 3. Example segmentation results. The first row is a normal eye while the second
row is a glaucoma eye. Our method achieve more accurate and reliable results.

Table 3. Effect of the pyramid RoIAlign module on ORIGA dataset.

Method Edisc Ecup Erim δE Adisc Acup Arim

Baseline 0.074 0.231 0.260 0.079 0.985 0.941 0.929

Max-pooling 0.073 0.210 0.234 0.067 0.982 0.938 0.944

Sum-average 0.069 0.211 0.237 0.068 0.987 0.942 0.942

Concatenation 0.070 0.207 0.228 0.069 0.986 0.936 0.950

3.2 Ablative Studies

In this part, we conduct ablative studies on ORIGA dataset. First, we evaluate
the different feature map fusion strategy for the pyramid RoIAlign module. Then,
we evaluate each module of our proposed method. Table 3 shows the performance

Table 4. Effect of different components of our method on ORIGA dataset. ML is for
multi-label head. SegRPN is for segmentation based region proposal network.

Method Edisc Ecup Erim δE Adisc Acup Arim

Mask-RCNN(Baseline) 0.074 0.231 0.260 0.079 0.985 0.941 0.929

ML 0.071 0.217 0.232 0.071 0.984 0.940 0.947

RoIAlign 0.069 0.211 0.237 0.068 0.987 0.942 0.942

ML + RoiAlign 0.068 0.217 0.237 0.073 0.986 0.942 0.941

ML + SegRPN 0.069 0.219 0.230 0.070 0.986 0.933 0.950

ML + RoiAlign + SegRPN 0.066 0.208 0.224 0.065 0.986 0.942 0.949
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using different feature fusion strategy for pyramid RoIAlign module. All three
strategies improve Ecup and δE significantly. Table 4 shows the effect of different
components on our PM-Net. The multi-label head and pyramid RoiAlign mod-
ule improve Acup significantly. Moreover, the segmentation based RPN improve
Adisc since the proposal of OC is more accurate.

4 Conclusions

In this paper, we have proposed a pyramid multi-label network (PM-Net) for
simultaneously ONH localization and joint OD/OC segmentation. PM-Net pro-
duces more accurate proposals and avoids missing object proposals by using a
segmentation-based RPN to locate the ONH area. Furthermore, PM-Net adopts
pyramid RoIAlign module to incorporate suitable global features and employs a
multi-label head to model the relationship of OD and OC. Extensive experiments
verify the effectiveness of our method.
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