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Abstract— Lens structures segmentation on anterior segment
optical coherence tomography (AS-OCT) images is a fundamen-
tal task for cataract grading analysis. In this paper, in order to
reduce the computational cost while keeping the segmentation
accuracy, we propose an efficient segmentation method for lens
structures segmentation. At first, we adopt an efficient semantic
segmentation network in the work, and used it to extract the
lens area image instead of the conventional object detection
method, and then used it once again to segment the lens
structures. Finally, we introduce the curve fitting processing
(CFP) on the segmentation results. Experiment results show
that our method has good performance on accuracy and
processing speed, and could be applied to CASIA II device
for practical applications.

I. INTRODUCTION

Currently, the Lens Opacities Classification System III
(LOCS III) is widely used in the world for cataract grading,
which is a standard evaluation protocol that ophthalmolo-
gists compare observed images with standard slit lamp im-
ages subjectively [1]. Slit lamp images are two-dimensional
(2D) only providing limited structures information. Anterior
segment optical coherence tomography images (AS-OCT),
which are three-dimensional (3D) images providing richer
information of the lens internal structures, are thought to be
more potential in cataract grading applications [2].

Automatic and accurate lens structures segmentation on
AS-OCT images is the basic step of density measurement
and the biological parameters calculation of anterior segment,
which is significant for quantitative grading of cataract [3].
As shown in Fig.1 A, AS-OCT images can simultaneously
show various different types of soft tissue such as lens,
cornea and iris. In our previous work [4], we propose a
simple but effective pipeline to segment lens structures. The
pipeline consists of two steps: the first step is to extract
the lens area from original AS-OCT images, and the second
step is to segment lens structures based on lens area images,
which are obtained from the first step.

Advantages of the lens area extraction are to reduce the
noise interference of redundant tissue, so that the computa-
tional cost of the lens structures segmentation is reduced
simultaneously. Our previous work [4] uses canny edge
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detector to detect the lens area boundaries with poor accuracy
and robustness, which may lead to the wrong segmentation
results of lens structures.

The lens structures segmentation on 3D sequence of AS-
OCT images has challenges both on accuracy and speed.
The work [4] adopts a U-shaped network followed by a
shape template to segment nucleus structures of the lens
automatically, which has good accuracy on small amount of
the data. However, the shape template is unable to cover all
kinds of lens structures with different people. In our work [5],
we propose a guide-based model (G-MNet) to exploit edge
information from multi-scale guided map, and achieve the
state-of-the-art segmentation accuracy of lens structures. The
main drawback is that the complex network structure makes
the speed of algorithms can not meet the actual application
requirements.

To improve the speed of the lens structures segmentation
on AS-OCT images while keeping the accuracy, we propose
an efficient method for automatic lens structures segmenta-
tion. The main contributions of this work are as follows:

- For the efficient segmentation algorithm, we adopt Shuf-
fleSeg [6] network to realize excellent performance on
the accuracy and speed.

- To reduce the interference of noise and other redundant
structures, we treat the lens area detection problem
as a segmentation task, which achieves higher area
extraction accuracy and robustness.

- Considering that the borderlines of lens structures are
smooth and approximately symmetrical, we propose a
curve fitting processing method on segmentation results
to improve the segmentation accuracy.

II. MATHOD

As shown in Fig.1, we firstly feed an original AS-OCT
image into the pipeline to extract the lens area image by
the efficient ShuffleSeg network [6]. And then, taking the
extracted lens area image as input, we get the lens structures
segmentation result by another segmentation network, which
is also based on ShuffleSeg network. Finally, we perform
curve fitting processing on the boundary line of the segmen-
tation mask to obtain the final segmentation result.

A. ShuffleSeg Network

Based on encoder-decoder framework, we construct a
ShuffleSeg network (shown in Fig.2) to segment the lens
area and lens structures. The encoder of ShuffleSeg uses
ShuffleNet unit (shown in Fig.3) in three convolution stages,
which are composed of 3, 7 and 3 ShuffleNet units respec-
tively. ShuffleNet unit is a residual bottleneck module with
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Fig. 1. The proposed pipeline: 1. Original AS-OCT image. 2. Lens area extraction. Segmentation mask is a binary image of lens area. 3. Segmentation
of lens structures. 4. The curve fitting processing on the segmentation results (green: capsule, blue: cortex, cyan: nucleus).

average pooling (AVG Pool) of kernel size 3 × 3 as resid-
ual connection, and uses depthwise separable convolution
(DWC) and grouped convolution (GC) to reduce the compu-
tational cost and maintain good representation capability. The
decoder of ShuffleSeg is based on skip connections to benefit
from higher resolution feature maps to improve accuracy, and
the upsampling is achieved by transposed convolution.

Fig. 2. The architecture of ShuffleSeg network, and the number (like 480)
indicates the data channels.

Fig. 3. The architecture of ShuffleNet unit.

B. Lens Area Extraction and Lens Structures Segmentation

We first extract the lens area images from original AS-
OCT images by the segmentation method, and then feed it
into the segmentation network to realize the lens structures
segmentation.

To reduce the interference of noise and other excess
structures, we treat the object detection problem of lens area
extraction as a segmentation task. Taking the original AS-
OCT image as input, we adopt the ShuffleSeg network to
get the lens area segmentation mask, which is a binary image

and to be resized into the same size with the original AS-
OCT image. As shown in Fig.1 B and C, the coordinates
(left, right, top and bottom) of the lens area boundaries are
searched from the segmentation mask, and the lens area
image is extracted by the coordinates from the original AS-
OCT image.

To get the lens area boundary coordinates, we search the
boundaries by detecting non-zero pixel value coordinates
from the binary image, and the red arrows in Fig.1 B indicate
the search direction. In order to improve the robustness of
boundary searching algorithm and reduce the noise pixels
influence, we update the center pixel value by using the
mode pixel value of its neighboring pixels, which is in the
vertical direction of the search direction. As shown in Fig.1
B, the width w of the white dotted rectangle represents the
number of neighboring pixels. Meanwhile, to ensure that the
extracted lens area image contains integral lens structures,
we extend the top and bottom boundary coordinates with
height h.

After the lens area images extracted, we feed these images
into another ShuffleSeg network, in which the segmentation
class is set to four (capsule, cortex, nucleus and background),
to get lens structures segmentation result.

C. Curve Fitting Processing

We find that the borderlines of lens structures are smooth
and approximately symmetrical, and this structural features
may have some advantages on the segmentation accuracy
improving. Inspired by this phenomenon, we extract the
boundary points of capsule, cortex and nucleus from the lens
structures segmentation results and perform curve fitting pro-
cessing on each boundary line. The curve fitting processing
is realized by lagrange interpolation with borderline points
p = {x, y}:

ŷ =

n∑
j=0

(yi

n∏
i=0,i6=j

x− xi

xj − xi
) (1)

ŷ is obtained by lagrange interpolation. i and j are the pixel
index. n is the number of the points used for interpolation,
and the default value is 5.
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III. EXPERIMENTS

Dataset. AS-OCT image data is acquired by CASIA II
device of Tomey Corporation, Japan. The original AS-OCT
image size is 2130 × 1864, and the width and height of
the pixel size are approximately 0.015 mm and 0.008 mm
respectively. The dataset of the lens area extraction and
the lens structures segmentation is labeled by experienced
ophthalmologists respectively. The dataset contains 2298
images. Referencing [5], we randomly select 1711 images
for training and 587 images for testing, and the images of
training set and the testing set are from different people
respectively.

Implementation details. For the lens area segmentation,
we resize the original AS-OCT images into 120 × 240. We
set the w to 40 pixel, and set h to 100 pixel to search the
boundary coordinates.

For lens structures segmentation, we resize the lens area
images into 256× 256 for segmentation network. For speed
test, we take the average segmentation time of 1000 images
as the algorithm running time in the environment: Core i-5-
8250U 1.6GHz, RAM 16.0GB, without GPU.

Evaluation metrics. For lens area extraction, the accuracy
is measured by the average distance error (ABDE) of the left
and right boundary coordinates. ABDE is defined as:

ABDE =
1

n

n∑
i=1

|xi − x′
i| (2)

n is the number of images. i reprents the ith image. xi and
x′
i denote the left or right border coordinates of the lens area

in predicted result and ground truth respectively.
Following the previous work [5] in AS-OCT images

segmentation, we employ the normalized mean squared
error (NMSE) to measure the segmentation accuracy of lens
structures. NMSE (defined in eq.3) is calculated by the
ground truth Sgt = {xi, yi} and predicted result Sp =
{x̂i, ŷi}, where Sgt and Sp are the coordinate position sets
of the boundary points, and np denotes the number of the
annotation boundary points.

NMSE =
1

np

np∑
i=1

√
(x̂i − xi)2 + (ŷi − yi)2 (3)

Results. Lens area extraction: TABLE I compares our
method with common detection network yolov2 [7], canny
edge detection [4] and threshold techniques [8]. Experiment
results show that our lens area extraction method has the
best performance in both mean and standard deviation of
the ABDE. Our approach reduces errors of the ABDE over
3.5 pixels than yolov2 and 38 pixles than canny detection
method. In terms of algorithm speed, compared with yolov2
and canny, our method can save 28.13% and 96.17% of the
time respectively.

Lens structures segmentation: We compare the perfor-
mance of our method with several state-of-the-art segmenta-
tion methods in TABLE II. Although the mean and standard
deviation of NMSE with our proposed method is slightly
lower than our previous work [5], it is better than other
methods. In addition, our method has an absolute advantage

TABLE I
ABDE AND SPEED OF LEFT AND RIGHT BORDER FOR LENS AREA

EXTRACTION (ABDE UNIT:PIXEL, TIME UNIT:MS)

Method Left Right Time
Yolov2 [7] 6.15 ± 5.48 5.88 ± 5.11 173.62
Canny [4] 40.35 ± 49.06 43.06 ± 48.52 3254.79
Threshold [8] 8.69 ± 34.79 8.39 ± 31.79 4.63
Ours 2.38± 2.65 2.39± 3.02 124.78

TABLE II
NMSE AND SPEED OF LENS STRUCTURES SEGMENTATION

(NMSE UNIT:PIXEL, TIME UNIT:MS)

Method Capsule Cortex Nucleus Time
FCN-VGG16 [9] 3.08±4.84 3.34±3.14 11.03±4.08 349.07
DeepLabV2 [10] 3.97±4.08 6.18±4.31 10.88±8.04 2325.46
PSPNet-Res34 [11] 1.37±0.96 1.73±0.75 8.20±3.97 496.22
M-Net [12] 1.37±2.62 1.60±0.93 7.93±3.65 1992.41
U-Net [13] 1.32±1.14 1.49±1.20 8.54±4.11 2159.68
U-shaped Net [4] —— —— 18.10±6.73 2940.36
G-MNet [5] 0.57± 0.29 0.97± 0.60 7.45± 3.24 3558.88
Ours (No CFP) 0.96 ± 0.59 1.45±0.68 8.23±3.33 183.09
Ours 0.79± 0.66 1.43± 1.38 7.95± 3.26 184.62

in algorithm speed that it can save 94.86% of the time
compared with the method [5].

IV. DISCUSSION

Lens area extraction: The drawback of canny is that it
is easily interfered by noise pixels (the standard deviation of
ABDE is close to 50 pixel). Although the threshold technique
[8] only takes 4.63ms, it is susceptible to noise and does not
use spatial position information, which leads to low accuracy
and extremely poor algorithm stability. For object detection
method [7], as shown in Fig.4 B, the main problem is that the
misdetected structures such as iris may lead to the incorrect
segmentation of the lens edge structures.

In AS-OCT images, the left and right boundaries of the
lens area are very clear, and its binary segmentation results
generally do not include other interfering tissues. Based
on the characteristics mentioned above, we first transform
the detection problem into a segmentation task, and then
obtain the boundary coordinates from the segmented mask.
Experiment results show that our method has advantages in
accuracy, robustness and speed, which means searching for
the lens boundary on the binary segmentation result is more
accurate than detecting the boundary on the original AS-OCT
images directly.

Lens structures segmentation: Segmentation accuracy
and speed are both important, and the latter is even more
significant in 3D sequence AS-OCT images. It is very
meaningful that the segmentation speed can be improved
while keeping the segmentation accuracy.

In terms of accuracy, [11]–[13] show similar performance
that they exploit the multi-scale information through various
network structures. The G-MNet [5] gets higher-quality seg-
mentation results by incorporating guided filter into CNNs to
learn better features. However, as the most time-consuming
method, G-MNet needs to construct and calculate multiple
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Fig. 4. One example of lens area extraction and CFP of the lens structures
segmentation results (LSSR). A: Original AS-OCT images. B: LSSR of the
red box (RB). a: Ground truth. b: Lens area is extracted by [7], which is
extracted incorrectly with noise tissues and LSSR is wrong. c: Lens area is
extracted by our method, and LSSR is better than b. d: Lens area is extracted
by our method, and LSSR with CFP is better than b and c. C: Ground truth
of A. D: LSSR of our method with CFP.

filters and multi-scale images to learn more features, which
will greatly increase the burden of computing resources.

Inspired by the FCN [9] and ShuffleNet [14] network,
the ShuffleSeg network improves segmentation accuracy by
adopting the residual bottleneck modules in encoding part
and the skip connection in decoding part. To improve the
segmentation speed, ShuffleNet unit (Fig.3) uses DWC, GC
and channel shuffling to reduce the computational cost,
while maintaining good representation capability. Experi-
ments show that our method achieves the excellent segmen-
tation accuracy and speed, and the method can be easily
applied to other medical images.

Curve Fitting Processing: In TABLE II, compared with
no CFP method, our method with CFP can efficiently im-
prove the lens structures segmentation accuracy. From Fig.4
B (b, c and d), we also can see that the curve fitting
processing has advantages to smooth sawtooth shapes and
improve accuracy of the segmentation results. However, there
are a few images not suitable to process with CFP. For
example, the disappearance of some structures (Fig.5 B) and
incorrect region segmentation (Fig.5 C) will make that the
curve fitting process cannot be performed successfully.

Fig. 5. Lens structures segmentation results with different quality. A:
Normal. B: Missing lens posterior capsule structure (shown in the red box).
C: Incorrect segmentation result of the lens nucleus.

V. CONCLUSIONS
In this paper, we propose an efficient method that it can

reduce the computational cost while keeping the segmenta-
tion accuracy in the lens structures segmentation on AS-OCT
images. We adopt efficient ShuffleSeg network to realize lens
area extraction and lens structures segmentation. Compared
with existing methods, our method has good precision and
excellent speed advantages and could be convenient applied
to the CASIA II device for practical applications. In the
future, we will use more data to verify the effectiveness of
the method, and explore the advantages of different curve
fitting processing algorithms on segmentation results.
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